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1. Introduction 

Many classes and applications of cybercrime and 
terrorism contain a misrepresentation of identity or an 
attempt to authenticate for access to a business or services 
for which attackers have no legitimate use. Within the 
European Union, the eIDentity, Authentication & Signatures 
Regulation were launched in October 2014. The initial 
results of the European project CAMINO in terms of the 
realistic roadmap to counter cybercrime and cyber terrorism 
were presented. The primary target for the CAMINO 
project was to provide a realistic roadmap for improving 
resilience against cyber terrorism and cybercrime [1]. An 
intrusion detection system (IDS) is often regarded as a 
second-line security solution after authentication, firewall, 
cryptography, and authorization techniques, etc. which are 
first line security measures [2]. An IDS is software that 
automates the intrusion detection process. An intrusion 
prevention system (IPS) is software that has all the 
capabilities of an IDS and can also attempt to stop 
possible incidents. IDS and IPS technologies can offer 
many of the same capabilities, but administrators can also 
disable prevention features in IPS products, letting them 
function as IDSs. Many intrusion detection and prevention 
systems (IDPS) can also respond to a detected threat and 
use several response techniques: during which the IDPS 
can stop the attack itself, change the attack’s content, or 
change the security environment (e.g., reconfiguring a 
firewall) [3]. 

An IDS can monitor specific protocols like the Hyper 
Text Transfer Protocol (HTTP) of a web server. This type 
of IDS is called a protocol-based intrusion detection 
system (PIDS). IDSs can also be specialized to monitor 

application-specific protocols like an application protocol-
based intrusion detection system (APIDS). An example of 
this is an APIDS, which monitors the database’s Structured 
Query Language (SQL) protocol. Like the heterogeneity 
of the security event sources such as network and diverse 
host types, the IDSs themselves can also be heterogeneous 
in their types, how they operate, and their diverse alert-
output formats [4]. 

Four kinds of data can be gathered for correlation by a 
developed IDS in security monitoring. They are: IP flow 
records, HTTP packets, DNS replies, and Honeypot data. 
For example, flow records provide invaluable data for 
detecting intrusions or highlighting botnet communications. 
Traces of every communication from the enterprise 
network to the Internet and vis versa could be stored by 
exporting NetFlow records from the core router of the 
network. HTTP traffic is a well-known intrusion vector 
and represents a significant portion of the traffic of Internet 
users. Studying uniform resource identifiers (URIs) 
embedded in HTTP packets and their payload help detect 
and prevent malicious communications. Domain Name 
System (DNS) requests are performed to get IP addresses 
associated with a domain and consult the associated 
resource. Therefore, monitoring the DNS to identify 
malicious domains is efficient in proactively detecting and 
preventing an important part of malicious communications. 
A honeypot generally emulates vulnerable services and 
contains fake production data. Logging honeypot 
information helps obtain attackers’ data about targeting a 
specific network such as protocols used, IP addresses used, 
exploit file used, and scanning strategies, etc. [5]. 

There are three models of intrusion detection mechanisms: 
signature-based, anomaly-based, and hybrid detection [6]. 
However, two approaches of attack identification are 
usually used in an IDS: 1) signatures that are specific 

 



 Journal of Computer Networks 49 

defined elements of the network traffic and are possibly 
useful for identification; and 2) anomalies that are some 
deviation of the normal network behaviour. In the above 
both situations, one must pre-define the form of the 
signature and the network’s normal behaviour [7]. 
Signature detection is also called misuse detection. 

This paper focuses on the following aspects: 1) attacks and 
intrusion detection methods including IDPS and attacks, 
signature-based detection, anomaly-based detection, and 
the challenges of intrusion detection systems; 2) some data 
mining and machine learning methods used in intrusion 
detection systems; 3) big data in intrusion detection 
systems including huge volumes of data and data fusion 
for heterogeneous sources, and real-time stream data and 
big data stream processing. 

2. Attacks and Intrusion Detection 
Methods 

2.1. Intrusion Detection and Prevention 
Systems (IDPS) and Attacks 

Attacks can be divided into the following four main 
categories [2,7,8]: 1) denial of service (DoS) — an 
attacker tries to prevent legitimate users from using a 
service; 2) probe — an attacker tries to find information 
about the target host through ways such as scanning 
victims to get information about available services and the 
operating system; 3) U2R (user to root) — unauthorized 
access to local superuser (root) privileges; and 4) R2L 
(remote to local) — unauthorized access from a remote 
machine through approaches such as guessing password to 
obtain a local account on the victim host. 

An advanced persistent threat (APT) is a targeted attack 
against a high-value asset or physical system. APT 
attackers often leverage stolen user credentials or zero-day 
exploits to avoid triggering alerts. Thus, this type of attack 
can take place over an extended period of time while the 
victim organization remains oblivious to the intrusion. 
Existing anomaly detection methods commonly focus on 
obvious outliers (e.g., volume-based); but are ill-suited for 
stealthy APT attacks, thus suffering from high false 
positive rates. Since APT attacks consist of multiple 
stages, each action by the attacker provides an opportunity 
to detect behavioural deviations from the norm. 
Correlating these seemingly independent events can reveal 
evidence of the intrusion and expose stealthy attacks [9]. 

Table 1. The Classification of Intrusion Detection Systems  

Signature/Misuse Detection Anomaly Detection 
○  Programmed 

□  Expert System 
□  String Matching 
□  Simple Rule Based 
□  State Modelling 
•  Petri Net 
•  State Transition 

○  Programmed 
□  Default Deny 
•  State Series Modeling 

□  Descriptive Statistics 
•  Simple State 
•  Threshold 
•  Simple Rule Based 

○  Self-Learning 
□  Time Series 
•  Artificial Neural Network 

□  Non-Time Series 
•  Rule Modeling 
•  Descriptive Statistics 

Intrusion detection approaches can be classified into 
five subcategories: statistics, rule, state, pattern and 
heuristic based. It is concluded that the pattern-based 
approach is effective in identifying unknown and hidden 
attacks [10]. Table 1 [10] shows the IDS classification. 

Attackers sometimes are willing to spread their actions 
over a wide period to evade detection systems. Therefore, 
it is necessary in this situation to shift the focus away from 
real-time detection which significantly limits analysis and 
correlation capabilities. Instead, an approach focused on 
full-packet capture, deep packet inspection and Big Data 
analytics that enable to use more advanced algorithms for 
analysis and correlation and mitigating such evasion 
attempts is preferable. Although offline analysis (analysis 
of captured traffic) inevitably results in delayed attack 
detection, it is imperative to consider that perpetrators 
sometimes spend a significant amount of time trying to 
reach a specific objective (e.g., exfiltrate sensitive data) in 
the majority of APTs [11]. 

Organizations should consider using a system with 
multiple types of IDPS technologies to achieve more 
accurate and comprehensive performance in the detection 
and prevention of malicious activity. The four primary 
types of IDPS technologies include host., network, 
network behaviour analysis (NBA)-based, and wireless-
based; each offers different logging, information gathering, 
detection, and prevention capabilities [3]. Gnort, an intrusion 
detection system that uses the GPU to offload pattern 
matching computation was introduced. The system is based 
on the Snort open-source NIDS (network intrusion detection 
system) that exploits the underutilized computational power 
of modern graphics cards to offload the costly pattern 
matching operations from the CPU, thus increasing the 
over-all processing throughput. Gnort has achieved a 
maximum traffic processing throughput of 2.3 Gbit/s using 
synthetic network traces, while using a commodity Ethernet 
interface when monitoring the real traffic. The results 
suggest that modern graphics cards can be used effectively 
to speed up intrusion detection systems as well as other 
systems that involve pattern matching operations [12]. 

2.2. Signature-based Detection 
Predefined attack specifications have to be provided to 

an IDS for misuse (signature) detection, which requires 
human security experts to manually analyse attack related 
data and formulate attack specifications. Attack specifications 
can be generated automatically by using various automated 
techniques. However, most of the misuse detection 
systems lack this capability and most of the systems focus 
on data produced by single source [13]. There are four 
categories of signatures [14]: 

•  String signatures: The string signature engines 
support regular expression pattern matching and 
alarm functionality. 

•  Connection signatures: They generate an alarm 
based on the conformity and validity of the network 
connections and protocols. 

•  DoS signatures: They contain behavior descriptions 
that are considered characteristics of a DoS attack. 

•  Exploit signatures: They typically identify a traffic 
pattern that is unique to a specific exploit; therefore, 
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each exploit variant may require an individual 
signature. Attackers may be able to bypass 
detection by slightly modifying the attack payload. 
One often must produce an exploit signature for 
each attack tool variant. 

Current anti-virus solutions are vulnerable to zero-day 
attacks because they are signature based and anomaly-based 
detection lacks the reliable mechanism to construct an accurate 
profile to distinguish the attacks from normal events. Although 
it is extremely difficult to develop an effective solution for 
defending all unknown attacks, it has been found that most of 
them have one thing in common — hidden executable 
content. An anomaly based solution was proposed to detect 
hidden executable content in the network traffic. Anti-virus 
products belong to the signature-based detection approach 
which identifies threats by matching known features. This 
method provides high accuracy for attacks already known, 
but not effective for zero-day attacks. Zero-day attacks 
include new type threats and the variations of existing 
attacks which have no evidence of specific features at 
their first launches. The only solution to defend against 
zero-day attacks is the anomaly-based detection independent 
of specific signatures [15].  

2.3. Anomaly-based Detection 
Anomaly based detection is also called "behaviour-based 

detection". It is an IDS method which models the behaviour 
of the network, users, and computer systems and raises an 
alarm whenever there is a deviation from the normal 
behaviour. It is particularly good at identifying probes and 
sweeps towards network hardware. It can give early 
warnings of potential intrusions because scans and probes 
are the predecessors of all attacks [16]. Anomaly detection 
may be divided into static and dynamic anomaly detection. 
Static anomaly detectors usually only address the software 
portion of a system; therefore, they focus on integrity 
checking. Dynamic anomaly detection typically operates 
on audit records or monitored networked traffic data [13].  

Detectors of behavioural deviations are referred to as 
“anomaly sensors” with each sensor examining one aspect 
of the host’s or user’s activities within a network. For 
instance, a sensor may profile the set of machines that 
each user logs into to find anomalous access patterns; 
keep track of the external sites that a host contacts to 
identify unusual connections; study users’ regular working 
hours to flag suspicious activities in the middle of the 
night; or track the flow of data between internal hosts to 
find unusual “sinks” where large amounts of data are 
gathered. The triggering of multiple sensors suggests more 
suspicious behaviour [9]. Much research has focused on 
the network traffic in the flow-level network. Therefore, a 
novel approach was proposed to reveal the abnormal 
patterns by dealing with the packet-level network data 
based on the latest method from compressed sensing [17]. 

Since current Internet threats include not only malicious 
codes like Trojan or worms, but also spyware and  
adware which do not have explicit illegal content. It is 
necessary to have a mechanism to prevent downloading 
hidden executable files in the network traffic. A solution 
was presented to identify executable content for the 
anomaly-based network intrusion detection system (NIDS) 
based on the file byte frequency distribution [15]. One 

way to glean more context in network traffic analysis is to 
investigate what kind of data is being moved. With deep 
packet inspection and session reassembly, one can 
perform file-based analysis of content for improving 
detection accuracy and compare current traffic with 
baselines to look for anomalies in data movement. The 
following situations help identify anomalies [18]: 

•  Time of day: If a user doesn’t normally work in the 
middle of the night, but he or she does so two days 
in a row, this could indicate malicious activity. 

•  Application patterns: Many web-based applications 
have known and predictable transaction patterns that 
can be profiled. One can look for anomalies 
according to an established baseline. 

•  File size: If a user moves, for example, 2GB of 
traffic in 24 hours, but he or she normally move no 
more than 100MB per day, an alert should be 
triggered. 

•  Simple DLP: One can fingerprint files to look for 
sensitive content or regular expressions which 
match account numbers or other protected data. This 
isn’t full DLP classification and analysis, but it 
could flag something as malicious if there is no 
overhead of full DLP. 

In recent years, sampled traffic data has also been used 
as input for anomaly detection, e.g., detecting DoS attacks 
or worm scans. It is well known that sampling distorts 
traffic statistics such as mean rate and flow size 
distribution. Two kinds of sampling have been widely 
discussed in literature. They are: flow sampling and 
packet sampling. Packet sampling is simple to implement 
with low CPU power and memory requirements. Flow 
sampling emerges as an alternative to overcome the 
limitations of packet sampling. It is shown to improve 
accuracy but still suffers from prohibitive memory and 
CPU power requirements. Packet traces captured from a 
Tier-1 IP-backbone were sampled using four popular 
methods: random flow sampling, random packet sampling, 
smart sampling, and sample-and-hold. The sampled data is 
then used as input to detect two common classes of 
anomalies: port scans and volume anomalies. Port 
scanning is usually associated with worm or virus 
propagation, while volume anomalies can occur due to a 
variety of reasons, including flash crowds and DoS attacks. 
Several port-scan detection techniques have been 
proposed. For instance, SPICE performs a complex off-
line Bayesian analysis to detect stealthy port scans. Snort 
is a flexible open-source intrusion detection system that 
issues scan alerts based on user-defined connection 
patterns and rates. Threshold Random Walk (TRW) and 
Time Access Pattern Scheme (TAPS), two effective “on-
line” port-scan detection techniques, were presented. 
Three representative algorithms including a wavelet-based 
volume anomaly detection and two port-scan detection 
algorithms were studied based on hypotheses testing [19]. 
Table 2 [20] shows the mapping of attacks with anomalies. 
Point anomalies corresponds to data samples which 
qualify as anomaly with respect to the rest of the dataset. 
Contextual anomaly (also called conditional anomaly) 
refers to an anomalous behaviour which is considered as 
an anomaly only in certain contexts and not in others. 
Collective anomalies refer to the collections of data 
samples which are anomalous altogether [21,22]. 
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Table 2. Mapping of Various Attacks with Anomalies  

Anomaly Network Attacks 
Point U2R, R2L 

Contextual Probe 
Collective DoS 

2.4. Comparison of Intrusion 
Detection/Prevention System (ID/PS) 
Methods 

Compared with signature-based approaches, anomaly-based 
approaches can lead to a faster execution, but often result 

in a high false positive rate. Since the intrusion patterns 
and normal patterns do not always comply with certain 
distributions, nor are they linearly separable; therefore, 
this situation causes problems when applying statistical 
learning methods such as support vector machine (SVM) 
for intrusion detection [23]. Ignorance of the packet 
payload is a major reason for the poor performance of 
anomaly detection on the application level. In signature-
based methods, intense analysis has been made on the 
packet payload to extract the unique signatures, so the 
signature-based approach can provide extremely high 
accuracy on existing attacks [15]. Table 3 [24] compares 
ID/PS methods and their features. 

Table 3. Comparison of ID/PS Methods and Features  

Aspects Methods Advantages Disadvantages 

Audit source 
location 

Host based 

•  Do not require additional hardware. 
•  Cost effective. 
•  Easy to deploy due to not affecting existing 

infrastructures. 
•  Able to see low-level local activities such as file 

accesses, changes to file permissions. 
•  Can deal with encrypted and switched 

environments. 

•  A very limited view of the network. 
•  More disposed to illegal tampering due to 

being close to users. 

Network based 

•  Quick response. 
•  Less prone to false positives than host-based 

systems. 
•  Able to detect attacks missed by host-based 

systems due to monitoring network traffic at the 
transport layer. 

•  Not be aware of implementation of each 
host’s protocol due to being far from 
individual hosts. 

•  No capability to decrypt encrypted data. 
•  Difficulty to remove evidence. 

Detection 
methods 

Anomaly 

•  Able to detect most new attacks. 
•  Using fewer rules compared with the signature 

based techniques, thus increasing detection rate 
and effectiveness. 

•  Difficult to discover the boundaries between 
abnormal and normal behavior. 

•  Higher false positive alarms. 
•  Difficulty in adapting to continuously 

changing normal behavior and dynamic 
anomaly. 

Misuse 

•  Be reliable, efficient, and generate a very low 
false alarm rate in detecting specified and well-
known intrusions. 

•  False alarms due to poorly constituted 
signatures. 

•  Limitation in unknown attacks. 
•  Matching signatures is well done for single 

connection attacks only, while most of the 
attacks involve multiple connections. 

Data distribution 
modes 

Central 

•  All of the monitoring, detection, and response 
activities are controlled directly by a central 
console. 

•  Data can be destroyed or modified by an 
attacker. 

•  An intruder can modify or disable the 
programs running on a system 

Distributed 
•  The distributed data utilizes the traffic 

information from various sources to investigate 
the security status. 

•  The data flow between host monitors and the 
director agent may generate high network 
traffic overheads. 

Technology 
layout 

Wired •  Wired networks are faster and low cost. •  Heavily dependent on structure platform and 
not easy to deploy. 

Wireless 

•  Wide coverage and unlimited access. 
•  Mobile agents have less energy consumption. 
•  Scalable and independent from infrastructure 

platform. 

•  The wireless medium itself has to be 
protected in addition to attacks that may be 
performed on a wired network. 

Time of detection 

Non real-time 
•  Less resource consumption. 
•  High capabilities to provide the evidence of data 

forensic. 

•  Cannot provide real time response to prevent 
or mitigate damages. 

Real-time 

•  Excels in attack detection and prevention. 
•  Can fill the network inherent security gaps 

associated with vulnerability to various types of 
attacks (especially DoS) that are not detectable by 
common approaches. 

•  The performance is affected by a running 
agent through the system. 

•  Cannot handle encrypted packets. 
•  The source address can be spoofed and 

makes it hard to trace and responds attacks 
automatically. 
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2.5. Challenges of Intrusion Detection 
Systems  

One challenge for IDS devices deployed over a large 
network lies in that IDS components communicate across 
sub-networks, sometimes through firewalls and gateways. 
For different parts of the network, network devices may 
use different data formats and different protocols for 
communication. The IDS must be able to recognize the 
different formats. Another challenge for the IDS in a large 
network is effectively monitoring traffic. Network 
intrusion detection system (NIDS) components are 
scattered throughout a network. If the components are not 
placed strategically, many attacks can bypass NIDS 
sensors by traversing alternate paths in a network [25]. A 
major challenge for current IDSs is the limited time 
window for which the connection state can be maintained. 
As all modern IDSs are focused on real-time detection, 
they can only support a short time window (usually a few 
seconds) in which attacks can be detected for 
Transmission Control Protocol (TCP) sessions. Port 
scanning is a practical example of this weakness. A quick 
port scan against a host will trigger an alert from virtually 
any IDS. However, if this scan is spread over a period of 
several minutes, the attack will pass undetected for the 
majority of IDSs [11]. In networks, the following 
challenges are still open issues and summarized below for 
intrusion detection solutions [26]: 

•  Runtime limitation: Real time intrusion detection 
should capture and inspect each packet without any 
packet loss. High traffic load can impact the capture 
and inspection methods and requires a power 
solution to this issue. 

•  Number of false positives: Reducing computational 
complexity in pre-processing is required.  

•  The intrusion detection setup should be independent 
of its infrastructure.  

•  Attack anomalies changes and going undetected: 
Detection profiles and methods should be 
dynamically updated and adapted in order to detect 
new attack patterns without compromising the 
performance. 

3. Some Data Mining and Machine 
Learning Methods Used in Intrusion 
Detection  

The research performed from the years 2001 till 2008 
was summarized and the outcome showed that the attack 
detection research emphasized trying to find hybrid 
solutions and detection classification. However, the 
outcome of the research performed from the years 2010 
till 2015 showed that the attack detection research during 
this period emphasized more on machine learning and data 
mining including hybrid solutions with misuse-based and 
anomaly-based intrusion detection [26]. 

The analysis of stream data is important. Due to the 
transient and dynamic nature of intrusions and malicious 
attacks, it is necessary to perform intrusion detection in 
the data stream environment. Furthermore, an event may 
be normal on its own, but it is considered malicious if it is 

viewed as part of a sequence of events. Therefore, it is 
necessary to study what sequences of events are frequently 
encountered together, find sequential patterns, and identify 
outliers. Data mining methods for finding evolving 
clusters and building dynamic classification models in 
data streams are also necessary for real-time intrusion 
detection [27]. Outlier detection is an instance of data 
mining and it is useful for intrusion detection. There are 
two types of outliers. The first type is the one that deviate 
significantly from others within their own network 
peripherals, while the second type is the one whose 
patterns belongs to other network services other than their 
own service. Much research has shown that it is extremely 
difficult to find out outliers directly from high 
dimensional datasets; therefore, much work has been done 
in reducing the dimensionality of the dataset. Dimension 
reduction can be performed by principal component 
analysis (PCA) [23].  

Intrusions can be launched from several different 
locations and target to many different destinations. 
Distributed data mining methods may be used to analyse 
network data from several network locations to detect 
these distributed attacks [27]. Evolving data stream 
mining classifiers have been used in massive online 
analysis (MOA) as they are capable to handle concept 
drift in data streams. There are 16 evolving data stream 
classifiers in MOA [2]. Unsupervised intrusion detection 
can be based on clustering that aims to group data 
instances together into clusters. All the instances that 
appear in small clusters are labelled as anomalies because 
normal instances should form large clusters compared to 
intrusions [28]. Table 4 [20] shows a taxonomy of 
network anomaly detection methods according to statistics, 
clustering, classification, and information theory. PCA is 
often regarded as one of methods in data mining. 

Table 4. Methods of Network Anomaly Detection 

Categories Methods 

Statistics Principal component analysis (PCA), signal 
processing, mixture model 

Clustering Regular clustering, co-clustering 

Classification Rule-based, support vector machine (SVM), Bayesian 
network, and neural network 

Information 
theory 

Techniques based on entropy, relative entropy, 
conditional entropy, information gain, or information 
cost 

 
The k-means clustering method can be used to cluster a 

dataset into a number of clusters. One may directly cluster 
the training set or alternatively choose to perform feature 
selection followed by dimensionality reduction and then 
apply k-means clustering on the data with reduced 
dimensionality [29]. The k-means algorithm was chosen to 
evaluate the performance of an unsupervised learning 
method for anomaly detection using the KDD Cup 1999 
network dataset. The results of the evaluation confirm that 
a good detection rate can be achieved while maintaining a 
low false alarm rate [30]. A hybrid IDS with a group of 
three data mining methods was used for anomaly detection 
to decrease false alarm rate in the IDS which includes  
k-means, k-nearest neighbour (k-NN) and the Decision 
Table Majority method. Another hybrid model that 
combines k-means, k-NN, Naive Bayes was presented. 
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This model uses entropy based feature selection method 
for attribute selection. It applies k-means clustering 
algorithm for the clustering purpose which is followed by 
k-NN and Naïve Bayes classification algorithms for 
detecting intrusions. The model shows better performance 
than only k-means or the combination of k-means and k-
NN. The IDS based on the neural network with the back-
propagation algorithm requires a very large amount of 
data and takes time to ensure the results accuracy. Boosted 
decision tree (DT) approach for intrusion detection system 
is an ensemble approach and its detection rate is good but 
has moderate false alarm rate. Because it combines a few 
decision trees, it becomes complex and needs more time 
and space [31]. 

Using a DT for classification gives a good accuracy 
which in turn can help reduce the training and testing time 
compared with traditional neural network. The importance 
of the DT in modelling intrusion detection for the classes 
R2L and DoS has been proven. For the classes U2R and 
probe, the rule-based classification is more suitable. 
However, the DT is more suitable than the rule-based 
classification in modelling intrusion detection systems 
based on acceptable levels of the false alarm rate [8]. 
Some techniques for intrusion detection were investigated 
and their performance was evaluated based on the 
benchmark KDD Cup 99 data. DT and SVM were 
explored as intrusion detection models; a hybrid DT–SVM 
model and an ensemble approach with DT, SVM and DT–
SVM models were designed as base classifiers. Empirical 
results revealed that DT gives a better or equal accuracy 
for classes normal, probe, R2L, and U2R. The hybrid DT–
SVM approach improves or delivers equal performance 
for all the classes when compared with a direct SVM 
approach. The ensemble approach gave the best 
performance for R2L and probe classes. The ensemble 
approach gave a 100% accuracy for the probe class, and 
this suggests that a 100% accuracy might be possible for 
other classes too if proper base classifiers are chosen [32]. 
Traditional data mining and machine learning methods 
have limitations in intrusion detection and prevention 
because ID/IP systems generate big data with high volume, 
high velocity, and various data formats, etc. 

4. Big Data in Intrusion Detection 
Systems 

4.1. Huge Volume of Data and Data Fusion 
for Heterogeneous Sources 

Traditionally, the range of systems for detecting and 
preventing cyber-attacks can be grouped as follows: 
antivirus programs, host IDS/IPS, network IDS/IPS, 
logging, network device events, file integrity monitoring 
(FIM) and whitelisting, and security and information 
event management (SIEM). Although these systems are 
useful in many ways, they are proving to be largely 
ineffective against current types of stealthy cyber-attacks. 
The reasons are: 1) they operate independently from each 
other; 2) they generate a huge amount of data which is 
difficult and time consuming to analyse, thus it is easy to 
miss key cyber-attack events [33]. Big Data analytics 

(BDA) can sift through a huge amount of data much 
quicker and heterogeneous systems can be made more 
efficient and effective [20]. Validating the vast amount of 
data in content networks is a major challenge because 
there is a very large number of different types of sources 
such as blogs, social networking platforms, or news sites 
with social networking functionalities, and different types 
of content such as comments, articles, and tweets, etc. 
Therefore, it is needed to derive simple rules for validating 
content and leverage content recommendations from other 
users. The recommending users themselves must be 
assessed based on the reputation and trust criteria [34].  

A challenge in detecting APTs is the massive amount of 
data to sift for detecting anomalies. The data comes from 
an ever-increasing number of diverse information sources 
that have to be audited. Big Data analysis is a suitable 
approach for APT detection. By using a MapReduce 
implementation, an APT detection system has the 
possibility to more efficiently handle highly unstructured 
data with arbitrary formats that are captured by many 
types of sensors (e.g., Firewall, IDS, Syslog, NetFlow, and 
DNS) over long periods of time. In addition, the massive 
parallel processing mechanism of MapReduce can use 
much more sophisticated detection algorithms than the 
traditional SQL-based data systems [9]. 

A common technique which is used to stop a flood of 
alerts (big alert data) is called alert correlation. The basic 
concept of alert correlation is that a system should filter 
and aggregate multiple alarms into one alarm so that a 
flood of alarms of the same type does not occur when the 
same characteristic is causing the same alarm. Data fusion 
is a technique to aggregate intrusion detection data from 
many various heterogeneous sources such as system log 
files, system messages, user profile databases, operator 
commands, numerous distributed packet sniffers, and 
Simple Network Management Protocol (SNMP) traps and 
queries. Situational awareness can be enhanced with data 
fusion in cyberspace. However, data Fusion has not been 
widely adopted within the intrusion detection domain. 
Much research has been conducted for alert correlation 
with intrusion detection, while few work deals with event 
fusion or other types of data fusion. More experiment with 
different data fusion techniques should be conducted, 
especially in the context of many diverse heterogeneous 
sources which contain big data [4]. 

Three main approaches about using Big Data analytics 
tools for cyber security were discussed. The first method 
involves making existing systems such as SIEM and data 
loss prevention (DLP) more intelligent and less noisy so 
that only the most dangerous cyber-attacks (e.g. APTs) are 
flagged and isolated. In the second method, the data for 
the analytics is sourced from internal and external sources 
(such as online and mobile activities), and the analytics 
setting is customised (or ad hoc). This means the 
organisations can set their own search criteria and search 
for malicious activities can be performed ‘in google-like 
fashion’ in some Big Data analytics systems. In the third 
method, the analytics is performed mainly on external data 
about threats and bad activities. This means that the Big 
Data analytics system is designed to comb through the 
Internet (both dark and public) for malicious activities 
against organisations [20]. 
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4.2. Real-time Stream Data and Big Data 
Stream Processing 

Handling the velocity of big data is not an easy task. 
First, a system should be able to collect data generated by 
real-time events streams at a rate of millions of events per 
seconds. Second, it needs to handle the parallel processing 
of the data when it is being collected. Third, it should 
perform event correlation using a Complex Event 
Processing engine to extract the meaningful information 
from moving streams. The three steps should happen in a 
fault tolerant and distributed way. A real-time system 
should be a low latency system so that computation can be 
performed very fast with the near real-time response 
capability [35]. 

Real-time distributed stream processing models can 
benefit traffic monitoring applications for cyber security 
threats detection. Due to the large volume, data should be 
separated in partition to treat it in parallel. High 
availability, fault tolerance, and fail recovery are critical in 
stream processing systems. Stream processing platforms 
must provide resilience mechanisms against imperfections 
such as data loss, delays, or out of order samples which 
are common in data stream. Platforms should minimize 
communication overhead between distributed processes in 
data transmission. Real-time monitoring applications 
require distributed stream processing. The main method to 
analyse big data in a distribute fashion is the MapReduce 
technique with Hadoop open-source implementation. 
Nevertheless, platforms based on this technique are not 
ideal, even sometimes inappropriate to process real-time 
streaming applications [36].  

Approaches based on traditional solutions like Data 
Stream Management Systems (DSMS) and Complex 
Event Processors (CEP) are generally insufficient for the 
challenges posed by stream processing in a big data 
context. The analytical tasks required by stream processing 
are so knowledge-intensive that automated reasoning tasks 
are also needed. The problem of effective and efficient 
processing of streams in a big data context is far from 
being solved even if considering recent breakthroughs in 
NoSQL databases and parallel processing technologies. 
Big Data stream processing often poses hard/soft real-time 
requirements for the identification of significant events 
because their detection with a too high latency could be 
completely useless [34]. It was envisioned to build a 
NIDS that is capable of handling big data network streams 
by utilizing Big Data tools such as Hadoop and a network 
monitoring tool called PacketPig. PacketPig is capable of 
deep packet inspection, deep network analysis, and even 
full packet capture when using it with Hadoop. The 
effectiveness of clustering algorithms for analysing packet 
classification was mainly considered [4].  

5. Conclusion 

Using a system with multiple types of IDPS technologies 
helps achieve more accurate and comprehensive performance. 
Anti-virus products belong to the signature-based detection 
approach. Signature-based approaches can have high 
accuracy for existing attacks, but cannot detect new or 
unknown attacks (zero-day attacks). The anomaly-based 

approaches can be used to defend against zero-day attacks 
and can detect most new attacks, but often result in a high 
false positive rate. Anomaly detectors act as anomaly 
sensors and each sensor examining one aspect of the 
host’s or user’s activities within a network. The triggering 
of multiple sensors suggests more anomaly behaviour. It is 
difficult to find out outliers directly from high dimensional 
datasets; therefore, dimension reduction is often performed 
by PCA. An ensemble approach often achieves a better 
performance such as accuracy in modelling intrusion 
detection and predicting classes of attacks. 

Real-time monitoring applications require distributed 
stream processing. High availability, fault tolerance, and 
fail recovery are critical in stream processing systems. A 
key challenge for current IDSs is the limited time window 
for which the connection state can be maintained. 
Situational awareness can be enhanced through data 
fusion that helps deal with diverse heterogeneous data 
sources and big data. IDS and IPS are sources of big data 
because they generate a huge amount of data and the data 
are often heterogeneous. The IDS should be able to 
recognize the different data formats and different 
protocols for communication which are the features of big 
data. Big Data analytics (BDA) can sift through a huge 
amount of data much quicker and heterogeneous systems 
can be made more efficient and effective. 
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