
American Journal of Mechanical Engineering, 2020, Vol. 8, No. 1, 40-49 
Available online at http://pubs.sciepub.com/ajme/8/1/5 
Published by Science and Education Publishing 
DOI:10.12691/ajme-8-1-5 

 

A Computational Fluid Dynamics Investigation of a 
Numerically Simulated Wave Tank 

Mohammad Nasim Uddin1, Michael Atkinson2,*, Frimpong Opoku3 

Department of Mechanical Engineering, North Carolina A&T State University, Greensboro, NC, USA 
*Corresponding author: mdatkinson@ncat.edu 

Received April 20, 2020; Revised May 22, 2020; Accepted May 29, 2020 

Abstract  In this paper, a two-dimensional Numerical Wave Tank (NWT) is proposed to calculate the static 
pressure variation along the lower wall of an experimental wave-flume. The experimental setup was a 4.72m long 
wave flume with a flap-type wave-maker. The experiments were carried out at various water heights of 100mm, 
80mm, and 60mm, with a motor speed of 60 rpm. The numerical simulations were completed using ANSYS™ 
Fluent, with two sets solutions: 1) the unsteady, three-dimensional Reynolds Averaged Navier-Stokes (URANS) 
equations coupled with a k-ε turbulence model; 2) unsteady 3-D Euler equations. In both computations, the volume 
of fluid (VOF) method was used to capture the free surface and a grid independence study was completed. The 
unsteady Euler simulations showed the best agreement to the experimental results. Several cases were run to 
complete validation and verification of the numerical model, and the CFD results are in good agreement with the 
experiment. Thus, for small two-dimensional experimental wave flumes, the unsteady inviscid, volume of fluid 
method can accurately predict surface pressure distribution. 
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1. Introduction 

Ocean renewable energy is an attractive eco-friendly 
alternative to fossil fuels. Population growth coupled  
with increasing energy demands, motivates the need to 
explore and extract previously untapped forms of energy. 
Renewed interest in ocean wave energy extraction has led 
to the improvement and deployment of large-scale wave 
energy extraction devices. Current research reveals that 
Earth’s oceans contain a large amount of energy, 30,000 
TWh/year, and can fulfill global electricity demands if it is 
harnessed efficiently. However, the uncertainty of ocean 
wave, current prediction, natural disasters, and inefficient 
designs make ocean energy extraction challenging. 

For many years, successful high-quality experiments 
using laboratory-produced ocean waves have been carried 
out. Two of the most commonly used laboratory 
techniques, for the study of the interaction between  
water waves and marine structures, are wave flumes  
(two-dimensional) and wave tanks (three dimensional). In 
most cases, either piston- or flap-type wavemakers are 
used in wave tanks. The piston-type wavemaker is suitable 
to generate shallow water waves whereas, in deep water, 
the flap-type is more efficient. [1] However, numerous 
challenges exist, such as cost, equipment “down-time”, 
large scale facility size, and long run-times are necessary 
to generate quality data. An alternative approach to 

experimental methods is to numerically model wave 
flumes or tanks, which can be successfully used to  
model wave energy converters. [2] Currently, researchers 
are exploring the ability of numerical wave tanks to 
predict the efficiency of marine energy extraction  
devices. In literature, two main approaches to numerically 
simulate wave flumes are reported: 1) numerical models 
assuming inviscid and irrotational flow, and 2) numerical 
models considering the fluid’s viscosity [3]. Some 
complications, such as moving boundaries at the free 
surface, wavemaker boundary conditions, and the 
selection of suitable far-field non-reflecting boundary 
conditions are critical for accurate simulations of 
numerical wave tanks. 

For the treatment of free-surface flows, only three  
types of computational methods exist to date: 1)  
Interface tracking method [4] / interface capturing method 
(modified marker-and-cell [5], 2) volume of fluid [6]) and, 
3) a hybrid method [7]. 

When the fluid flow is irrotational and inviscid, the 
Boundary Element Method (BEM) is an efficient and 
economic choice for water wave simulation. [8] However, 
these numerical models produce unwanted reflected waves 
from structures with an open boundary and should be 
minimized for accurate results. As a result, absorption 
boundary conditions [9,10], and radiation boundary 
conditions [11,12] are implemented to reduce wave 
reflection impact. [13] Israeli et al. [14] developed a 
survey of methods for implementing radiation boundary 
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conditions to offer improvements over the other  
methods. Boo and Kim et al. [15] developed a nonlinear 
numerical wave tank using a three-dimensional  
higher-order boundary element method (HOBEM) and 
made comparisons between linear and nonlinear waves 
generated numerically with theoretical input waves.  
The BEM technique has difficulty treating the open 
boundary condition to have a non-reflecting NWT,  
they implemented the Orlanski radiation condition  
at the downstream tank boundary and concluded that it is 
valid and effective even for steep irregular waves. 
However, the radiation boundary condition still assumes 
the constant phase velocity which makes the model  
invalid for irregular wave field. Ohyama and Nadaoka et 
al [16] suggested a two-dimensional numerical wave tank 
using a BEM-based absorption numerical filter for the 
treatment of open boundary conditions which makes it 
capable of analyzing both regular and irregular wave 
fields.  

In the recent years, the increase of computational  
power enables researchers to explore the development of 
nonlinear NWTs. As a result, fully 3-D numerical wave 
tanks have also been studied [17,18].  

The introduction of a mass source function [19] to the 
continuity equation [20,21,22], and an additional forcing 
function in the momentum equation [23,24] can produce a 
variety of three-dimensional waves. 

Direct Numerical Simulation (DNS) is effective when 
the Reynolds number of the fluid is minimal, and the 
computational domain is small [25]. As an alternative  
to DNS, Reynolds Averaged Navier-Stokes (RANS) 
equations [26,27] and Large Eddy Simulation (LES) [28] 
can greatly reduce the computational load compared to 
that of DNS. Elhanafi et al. [29] used ANSYS FLUENT™ 
based RANS equations and Volume of Fluid (VOF) 
method to investigate ocean wave energy generation.  
Liu et al. [30] presented an NWT implemented with 
ANSYS FLUENT™ using a two-phase VOF model  
for incompressible viscous flow to investigate the 
performance of the Oscillating Water Column (OWC) 
wave energy converter.  

Zabihi et al. [31] used two separate software packages, 
namely FLUENT™ and Flow-3D to create regular  
gravity waves in a numerical wave tank. They compared 
free surface elevation and x-velocity of wave-particle from 
both of the above mentioned CFD tools with the 
theoretical results. They found that Flow-3D results 
provide higher accuracy in calculating free surface 
elevation. 

Nonlinear free-surface simulations are still computationally 
expensive, so 2-D NWTs [32] have been developed. Dong 
and Huang et al. [33] developed a 2-D numerical wave 
tank to simulate different incident waves of small-  
and finite- amplitude and solitary waves. Park et al. 
investigated characteristics of non-linear wave motions 
and their interactions with a stationary 3-D body inside an 
NWT implementing a finite-difference/volume method 
based on the Navier-Stokes (NS) equations and a modified 
marker-and-cell (MAC) method for the treatment of the 
free surface.  

The simulations carried out in this study solved the 
unsteady 3-D RANS equations coupled to the realizable  
 

k-ε turbulence closure model and are solved in 
conjunction with the volume of fluid method using 
FLUENT™. Here, pressure-velocity coupling was 
completed using the Pressure-Implicit with Splitting  
of Operators (PISO) algorithm and dynamic meshing 
[34,35] was used to simulate a moving wall at the inlet 
boundary representative of the flap-type wavemaker.  
By implementing a user-defined function [36] as an input 
to FLUENT™, dynamically structured meshing was 
completed. To prevent wave reflection, a damper with a 
mild slope was used on the opposite end of the flume. The 
static pressure is plotted versus time and a comparison of 
the numerical and experimental results is presented. A 
Grid independence study [37,38] was performed to 
validate the numerical model. 

2. Materials and Methods 

For the simulations carried out in this investigation,  
we modeled a flap-type wavemaker using ANSYS 
FLUENT™. This wavemaker has no translational velocity, 
but can be modeled as a simple harmonic angular velocity 
and is defined as follows: [39] 

 ( ) 2cos
2

t t
T

θ πθ ∆
=  (1) 

Where Δθ represents the angular span of the wavemaker. 
Since the stroke length of the flap-type wavemaker is 
related to both the angular span and still water depth by 
the following equation, 
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Solving for Δθ,   
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2
S
d

θ −  ∆ =   
 (3) 

Hence, we get the original equation as, 
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Differentiating with respect to t, we get, 

 ( ) 1 22 tan sin .
2

d S t
dt d T
θ ππ −    = −         

 (5) 

But the linear velocity is connected to the angular 
velocity by the following expression, 
 ωv r=  (6) 
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The wave period can be obtained by the equation,  

 T .t
N
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2.1. Numerical Solutions  
The matrix shown in Table 1 was developed to help 

guide the NWT simulations for comparison to the 
experimental data. For the simulations, at first, two 
uniform meshes were generated: a coarse mesh and a fine 
mesh with cell sizes of 5mm and 10mm, respectively. For 
each grid size, three separate water heights with a motor 
speed of 60 rpm were used.  

Table 1. Matrix 1 of Numerical Simulation 

Water Height 
d(mm) 

Motor Speed 
(rpm) Mesh Model 

100 
60 coarse fine turbulent inviscid 80 

60 
 
Our numerical simulations using the realizable k-ε 

RANS turbulence model did not show good agreement to 
the experimental data. However; the unsteady, inviscid 
Euler equations exhibited better agreement and accurately 
captured the trends of the experimental data. Hence, only 
the inviscid model was used for the later simulations, as 
directed in Table 2. To complete a grid independence 
study Cartesian meshes of four different grid sizes: coarse 
(4cm), medium (2cm), fine (1cm) and extra fine (4mm) 
were used. As a result, 24 distinct simulations were 
completed.  

Table 2. Matrix 2 of Numerical Simulation 

Water 
Height 
d(mm) 

Motor 
Speed 
(rpm) 

Mesh Model 

100 
60 coarse medium fine extra fine inviscid 80 

60 

2.1.1. Experimental Setup 
The experimental setup is shown in Figure 1. The wave 

tank dimensions are: Length: 4.72m, Width: 0.065m, 
Depth: 0.24m. A flap-type wave maker is employed at one 
end to produce desired waves in the wave tank. A mild 
slope is attached to the other end of the wave tank to 
dampen out the effects of the reflecting waves.  

Experiments were carried out for 3-different water 
heights (100mm, 80mm, 60mm) with a constant motor 
speed of 60 rpm. To measure the static pressure variation 
along the bottom surface of the wave tank, pressure 
sensors were placed at 5 different locations, P1-P5.  

Our in-house wave tank was purchased as a finished 
product with default positions for the sensors [Table 3]. 
For the simulations and experiments performed in this 
study, we used the prescribed pressure locations for 
comparisons. 

To better characterize the wave-flume, future studies 
will explore the use of supplementary instrumentation 
including additional pressure sensors, a flow meter, a 
high-fidelity camera, and a piston-type wavemaker. 

Table 3. Sensors Locations 

Sensors 
 P1 P2 P3 P4 P5 

Location 0.559m 1.392m 2.225m 3.058m 3.891m 

Table 4. Experimental Waves specifications 

Water Height 
d (mm) 

Wave Height 
(mm) 

Wave Period 
(s) 

Motor Speed 
(rpm) 

100 24.02 1.07 
60 80 18.72 1.03 

60 15.18 0.979 
 
Each sensor was set to record the pressure data in mm 

of water for approximately 40 seconds. Figure 5 shows the 
pressure variation over time for the various pressure 
sensors at an rpm of 60, of wave height of 100mm.  

Wave periods and wave heights were extracted using 
‘LabVIEW’ data acquisition system as shown in Figure 4.  

2.1.2. Equations 
Applying the Eulerian approach of mass, momentum, 

and energy, the governing equations used in the 
simulations were the incompressible, three-dimensional 
Navier-Stokes equations shown below: 

 . 0U∇ =


 (10) 

The velocity field of an incompressible flow is 
divergence-free for the fluid. Here, U



 denotes the 
velocity of the fluid. The momentum equation (the 
Navier-stokes equation) is as following: 

 ( ) 2.U U U p U F
t

ρ µ
 ∂

+ ∇ = −∇ + ∇ + ∂ 


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Where p and ρ denote pressure and density, respectively. The 
terms µ and F



 are the viscosity and the external body force 
acting per unit mass (i.e. drag force) of the fluid, respectively. 
The Euler equation applied to inviscid flow is given by: 

 .D p
Dt

ρ ρ= −∇
V g  (12) 

Turbulence models used to close the set of the RANS 
equations, are commonly used to account for the effects of 
turbulence with reasonable computational cost and 
accuracy. [40] The ωk −  turbulence model has good 
accuracy in near wall region but poor predictions in the far 
field. Large Eddy Simulations (LES) are computationally 
costly but are highly accurate at capturing turbulent effects 
up to a particular length scale.  

The standard k −   model is computationally cheap 
and has good accuracy in far wall regions, though the 
predictions for the near-wall regions are poor. The 
Realizable k −   model is straightforward, robust, and has 
a physical model for the 𝜖𝜖 transport equation and the eddy 
viscosity.  

Realizable k −   model was adopted to calculate the 
results of turbulence phenomena, as shown in the 
following equations, [41] 
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Where Turbulent viscosity is calculated by the following 
formula: 

 
2

.t
kC fµ µµ ρ=


 (14) 

And turbulent thermal conductivity is found by the 
following equation: 

 / 0.9.T p Tk c µ=  (15) 

The influence of Reynolds number is introduced by 
way of the f’s as following: 
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Where 
2kR ρ

µ
=


 may represent the Reynolds number of 

turbulences. Values of the empirical constants are as follows:
0.09,cµ =  1 1.55,c =  2 2.0,c =  1.0kσ =  1.3.σ =  

 
Figure 1. Experimental wave flume 

 
Figure 2. Numerical wave tank model 

 
Figure 3. Computational mesh generated in Ansys Fluent. 
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Figure 4. Wave characteristics in oscilloscope 

The VOF method, introduced by Hirt et al. [42], was 
used to simulate multiphase flow. In this method, the fluid 
volume fraction is calculated in each cell while all fluids 
share a single set of momentum equations. To distinguish 
between different fluids using a volume fraction, a scalar 
quantity 𝜙𝜙 is used and is defined by, 

 
0

1
0 1 sin .

gas

liquid
liquid ga terfaceφ φ

= < < −


 (17) 

The continuity equation of the volume fraction is solved 
to keep track of the air-water interface. For the m’th fluid 
in a system of n fluids, the continuity equation is given by: 

 . 0m
mU

t
φ
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∂

+ ∇ =
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m
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2.1.3. Numerical Models 
To mimic the experimental wave-flume, a 2-D NWT 

with the same dimensions was constructed: Length: 4.72m, 
Width: 0.065m, Depth: 0.24m. Two phases of fluid are 
considered: air (primary) and water (secondary), and are 
assumed to be incompressible, inviscid, irrotational, and 
immiscible.  

The boundary conditions implemented on the 
computational domain of the numerical wave tank are as 
follows. The bottom and right walls: a no-slip wall 
boundary condition was imposed. The left wall boundary 
condition was set to a moving wall, to account for the 
motion of the wavemaker, a time-dependent velocity 
equation was developed and specified by a User Defined 
Function (UDF). The top wall boundary was set to the 
atmospheric pressure. A symmetry boundary condition 
was applied at both the front and the back walls. In  
Table 5, all the implemented boundary conditions are 
shown. 

Table 5. Boundary Conditions 

Boundary Boundary Conditions Type 

Bottom Wall 

Right Wall 

Top Pressure outlet 

Left Wall 

Front Symmetry 

back Symmetry 

 
A flap-type wave maker generated regular waves 

following the time-dependent velocity equation at the left 
boundary through the wave generation domain. For  
the treatment of reflection of waves back into the 
computational domain, a mild slope, was constructed, was 
represented as the damping zone in Figure 2.  

The initial numerical simulations used a k-ε turbulence 
model with a UDF for a time-dependent velocity equation 
for the wavemaker. Figure 3 shows the coarse mesh that 
was used for the simulations. The statistics of the meshes 
are shown in Table 6. 

Table 6. Grid Sizes 

Mesh Cell Size (mm) No. of Cells 

coarse 10 57000 

fine 5 372400 

 
Figure 6-8 show contours of pressure, volume  

fraction, and velocity from the RANS solutions.  
Figure 9-13 show a comparison of the experimental  
vs. computational pressure values. The results show  
a significant discrepancy between the numerical and 
experimental results. This is due to the strong reflection of 
the waves off of the inclined damper. This is evident in the 
strong oscillations in the numerical pressure data. The 
experimental setup did not have this reflection.  
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Figure 5. Pressures at different sensor locations for 100 mm water height 

 
Figure 6. Pressure Contours 

 
Figure 7. Volume fraction contours. 

 
Figure 8. Velocity contours 

 
Figure 9. Comparison of experimental vs numerical pressure at point 1 

 

Figure 10. Comparison of experimental vs numerical pressure at point 2 

 

Figure 11. Comparison of experimental vs numerical pressure at point 3 

 

Figure 12. Comparison of experimental vs numerical pressure at point 4 

 

Figure 13. Comparison of experimental vs numerical pressure at point 5 
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Figure 14. Pressure contours 

Figure 9-13 show that the experimental data has a large 
discrepancy compared to the numerical results using the 
realizable k-ε turbulent model. In an effort to test a simple 
NWT model, we computed inviscid solutions to compare 
to the experiment. An inviscid model was implemented in 
FLUENT™ and contours of pressure, volume fraction, 
and velocity, are shown in Figure 14-16, extracted at 71 
seconds.  

 
Figure 15. Volume fraction contours. 

 
Figure 16. Velocity contours 

 
Figure 17. Comparison of experimental vs numerical pressure at point 5 
for 100 mm water height 

From Figure 17, we determined that there is better 
agreement between the experimental and numerical data 
for 100 mm water height, at 71 seconds.  

In Figure 18, the numerical simulations showed better 
agreement and captured the trends of the experimental 
data. The inviscid results also showed better agreement with 
the computed wavelength and absolute values than the 
RANS simulations, however, the results were out of phase. 
Thus, verifying that oscillations due to wave reflection 
were somewhat damped out but not completely eliminated.  

Furthermore, to achieve consistent results, a Cartesian 
gridding method was introduced to generate a uniform 
structured mesh. To show a grid independent solution, 4 
different mesh sizes were used and categorized as coarse, 
medium, fine, and extra fine; depending on the number of 
cells. The actual numbers of the cells in the meshes generated 
throughout the computational domain are shown in Table 7. 

 
Figure 18. Comparison of experimental vs numerical pressure at point 5 
for 60 mm water height 

Table 7. Cartesian Grid Sizes 

Mesh Cell size (cm) No. of Cells 
Coarse 4.0 870 

Medium 2.0 9696 
Fine 1.0 94017 

Extra fine 0.4 1293336 
 
The simulations were carried out using a dual octo-core 

Intel Xeon processor workstation with 32GB RAM and a 
processor speed of 3.4Ghz. The convergence criterion was 
1E-04 for the continuity equation and 1E-06 for the 
momentum equations for inner-iterations. An average of 
100 inner iterations was needed for convergence. 

Table 8. Modelling in Ansys Fluent R19.1 

Analysis Unsteady 
Multiphase model Volume of Fluid (VOF) 
Fluid Air and Water (liquid) 
Viscosity Inviscid 
Dynamic mesh Layering method 
Pressure-velocity coupling PISO 
Momentum discretization Second-order upwind 
Under relaxation factors Default 
Initialization Hybrid 
Time steps size 0.0005 

2.1.4. Validation of Numerical Wave Tank 
Like the experimental waves, the numerical waves were 

generated throughout the wave tank with the same wave 
period and wavelength. Wave propagation in the 
numerical wave tank is shown in Figure 19 - Figure 25. 

 
Figure 19. Wave propagation at t=0s 

 
Figure 20. Wave propagation at t=5s 

 
Figure 21. Wave propagation at t=10s 

 
Figure 22. Wave propagation at t=15s 

54

56

58

60

62

64

66

8 18 28 38

Pr
es

su
re

(m
m

w
c)

Time(seconds)
Experiment Inviscid



 American Journal of Mechanical Engineering 47 

 

 
Figure 23. Wave propagation at t=20s 

 
Figure 24. Wave propagation at t=25s 

 
Figure 25. Wave propagation at t=29.94s 

From the above figures, it is shown that the wave 
propagates from the left to the right which complements 
the udf driven left boundary condition of the numerical 
wave tank. The volume fraction of both of the fluids are, 
changing over time, apparently clear by two distinct colors: 
blue and red, which corresponds to air and water, 
respectively. Reflection of waves back into the computational 
domain was somewhat lessened by the mild slope.  

The numerical results obtained after incorporating the 
aforementioned meshes and tools as dictated by Table 7 
and Table 8. To verify the numerical modeling, numerical 
and experimental data were compared at a time sufficient 
enough to stabilize the wave pattern in the wave tank. 
Numerical probes were placed at 5 distinct positions on 
the wave tank to replicate the pressure sensors in the 
experimental setup. 

The grid independence study conducted is shown in 
Figure 26-30. The numerical and experimental static pressure 
distribution at the designated sensor locations were 
compared after the wave achieved steady propagation 
along the wave tank (9.4 s in this case). The computational 
results of the coarse and medium grids somewhat followed 
the experimental data trends but tended to show large 
discrepancies compared to the experimental data. Figure 
28 shows that there is a large deviation at point 3 for all of 
the numerical results. It is most likely the result of 
erroneous data recorded by the pressure sensor at that 
particular point. The sensor wires were adjusted because 
of an inadequacy of the space required to fit them properly 
in place. Therefore, the results might be affected and 
eventually accounts for the discrepancy found between the 
experimental and numerical data. 

 
Figure 26. Grid independence at point 1 for 60 mm water height 

 
Figure 27. Grid independence at point 2 for 60 mm water height 

 
Figure 28. Grid independence at point 3 for 60 mm water height 

 
Figure 29. Grid independence at point 4 for 60 mm water height 

 
Figure 30. Grid independence at point 5 for 60 mm water height 
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However, upon the introduction of the fine meshes, 
except for point 3, the discrepancy was mitigated to a 
tolerable limit. And finally, with the increase of more  
grid points (extra fine grids) in the computational  
domain, numerical modeling of the wave-flume is 
validated. 

3. Conclusion 

The validation of a two-dimensional numerical  
wave flume is presented in this paper. Verification  
was provided for several cases. The simulations  
were carried out using the three-dimensional unsteady 
Euler and the Reynolds Averaged Navier-Stokes equations. 
Comparison of the surface pressure showed that  
the Euler solutions had better agreement with the 
experimental results. Based on this, the three-dimensional 
RANS simulations are not required to achieve accurate 
predictions for small-scale wave flumes, thus substantially 
decreasing the numerical cost. The results show that 
significant wave reflection causes large-scale oscillating 
pressure fluctuations, which valuated the need to use 
“non-reflecting wave” boundary conditions, to produce 
more accurate results.  
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Nomenclature 

d  still water depth, m 

F


  external body force acting per unit mass, N
kg

 

g  gravitational acceleration, 2
m
s

 

k  turbulent kinetic energy per unit mass, 
2

2
m
s

 

N  number of revolutions, rpm 
p  pressure, Pa 
r  radius of the flap, m 
S stroke length, m 
t  time, s 
T  wave period, s 

U


  velocity, m
s

 

v  linear velocity, m
s

 

ω   angular velocity, rad
s

 

ρ  density, 3
kg
m

 

µ viscosity, Pa.s 

   turbulent kinetic energy dissipation rate, 
2

3
m
s

 

tµ   eddy viscosity, 
2m

s
 

Δθ   angular span of the wavemaker, rad 
θ   angular displacement, rad 
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